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Abstract. To determine author demographics of texts in social media
such as Twitter, blogs, and reviews, we use doc2vec document embed-
dings to train a logistic regression classifier. We experimented with age
and gender identification on the PAN author profiling 2014-2016 cor-
pora under both single- and cross-genre conditions. We show that under
certain settings the neural network-based features outperform the tradi-
tional features when using the same classifier. Our method outperforms
existing state of the art under some settings, though the current state-
of-the-art results on those tasks have been quite weak.
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1 Introduction

The author profiling (AP) task aims at identifying author demographics, such
as age, gender, personality traits, or native language, basing on the analysis of
text samples. This research area has experienced an explosive increase in interest
in recent years. It contributes to marketing, security, terrorism prevention, and
forensic applications, among other.

The approaches that tackle the task of AP from the machine-learning per-
spective view the task as a multi-class, single-label classification problem, when
the set of class labels is known a priori. Thus, AP is modeled as a classification
task, in which automatic methods have to assign class labels (e.g., male, female)
to objects (texts).

Machine-learning algorithms require input data to be represented in the form
of a fixed-length feature vector. Approaches that have been used to obtain such
vector include bag-of-words, bag-of-n-grams, etc., models. In this work, we ap-
ply the doc2vec algorithm [1] to obtain the fixed-length feature vector, that
is, we learn neural network-based document embeddings (also known as docu-
ment distributed representations or paragraph vectors) in an unsupervised man-
ner from texts. This type of document embeddings allows representing texts as



dense vectors, taking into account their semantic and syntactic structure. Fur-
thermore, this representation has been shown to be efficient when dealing with
high-dimensional and sparse data [1,2].

Our motivation was two-fold: first, to suggest an author profiling method
better than existing ones; second, to compare the doc2vec features with tradi-
tional features when used with the same classifier. We show that using neural
network-based document embeddings for the AP task improves the classifier
performance in some settings; we conducted experiments not only under single-
genre conditions but also under cross-genre AP conditions, when the training
and test datasets are from significantly different sources, such as Twitter vs.
reviews. Namely, the neural network-based features outperform the baseline fea-
tures in many cases when used with the same classifier (logistic regression in
our case), as well as outperform the state-of-the-art approaches under some AP
conditions.

The rest of this paper is organized as follows. Section 2 presents related work.
Section 3 describes the proposed methodology. Section 4 provides some charac-
teristics of the corpora used. Section 5 describes the conducted experiments.
Section 6 presents the obtained results and their evaluation. Section 7 draws the
conclusions and points to the possible directions of future work.

2 Related Work

A wide range of approaches have been proposed to tackle the AP task, with a va-
riety of feature types and feature representations used. In order to promote stud-
ies on author profiling (AP) and other authorship identification-related tasks,
the PAN evaluation campaign,® which is held as part of the CLEF conference,
has been organized annually since 2013. It is constantly gaining much atten-
tion of researchers from around the world. In this section, we will focus on the
winning approaches of each edition of the PAN evaluation campaign.

In the first edition of PAN in 2013 [3], the task consisted in identifying the
author’s age and gender based on blog posts written in the English and Spanish
languages. The work by Ldépez-Monroy et al. [4] is the overall winner of this
year competition, even though their system was ranked second in the individual
evaluation on both the English and Spanish datasets. Their approach consisted in
using the second order representation based on relationships between documents
and profiles. The best approach on the English dataset [5] used ensemble-based
classification on a large feature set, including structural, part-of-speech (POS),
and text difficulty features, when for Spanish, the best performing approach
relied on content-based, style-based, and topic-based features [6].

The second PAN edition in 2014 [7] also focused on determining the author’s
age and gender. The provided dataset was composed of blog posts, tweets, and
social media texts written in both English and Spanish, as well as hotel reviews

3 http://pan.webis.de [last access: 17.07.2016]. All other URLs in this document
were also verified on this date.



written in English. As in the previous year, the approach that used the second
order representation [8] outperformed other submitted systems.

In 2015 [9], the task aimed at predicting age, gender, and five personal-
ity traits: extroversion, stability, agreeableness, conscientiousness, and openness.
This year task was limited to tweets, but was extended to four different lan-
guages: English, Spanish, Dutch, and Italian. Alvarez-Carmona et al. [10] who
approached the task using second order profiles and latent semantic analysis
(LSA) achieved the best results on the English, Spanish, and Dutch datasets.
The best results on the Italian dataset were obtained using stylistic features
represented by character and POS n-grams [11].

The focus of the recent 2016 shared task [12] has shifted towards cross-
genre age and gender identification covering the English, Spanish, and Dutch
languages, that is, the training corpus was on one genre (tweets), while the test
set was on another genre (blog posts for English and Spanish, and reviews for
Dutch). The best performing system [13] used combinations of stylistic features
such as function words, POS, emoticons, punctuations marks, along with the
second order representation.

As one can see, feature representation plays a crucial role in achieving high
performance in this task. The second order representation based on relationships
between documents and profiles led to the best results in all PAN editions.
Taking it into account, we focus on an alternative feature representation based
on a neural network, which we explain in detail in the next section.

The only work in all PAN editions that used distributed representations
of words, namely, word2vec embeddings [14,15], to tackle the AP task is that
by Bayot and Gongalves [16]. They used the word2vec model trained only on
Wikipedia dumps without using the training corpus; this may be the cause for
their modest results.

The doc2vec algorithm for learning neural network-based document embed-
dings is widely used in natural language processing (NLP) tasks, e.g., in text
classification, sentiment analysis, information retrieval, etc. [1,2]. However, to
the best of our knowledge, the only work that has been done on AP using doc-
ument embeddings is our previous research [17]. While the primary goal of that
work was to evaluate the effect of pre-processing on learning document embed-
dings, in this work we focus on evaluating different parameters of the doc2vec
algorithm itself, on comparing the doc2vec method with the state of the art,
and on comparing the neural network-based features with the traditional fea-
tures when using the same classifier. In addition, in this paper we address both
single- and cross-genre AP settings.

Here, we learn the doc2vec model for author profile identification of anony-
mous texts; however, this approach can be also used for author demographics
identification from other types of textual data, such as source codes [18,19].
Identification of author’s personality from his/her source code is gaining much
interest nowadays in automatic source code analysis, which led to the organisa-
tion of the first shared task in this filed.*

4 http://www.autoritas.es/prsoco/



3 Methodolody

The pre-processing performed in this work include standardizing non-standard
language expressions, that is, replacing slang words, contractions, abbreviations,
and emoticons by their corresponding normalized language expressions. In our
previous research [17], we showed that this pre-processing strategy improves the
quality of a neural network-based feature representation when used for the AP
task.

In order to obtain neural network-based document embeddings, we use the
doc2vec algorithm introduced in [1]. It learns features from the corpus in an
unsupervised manner and provides a fixed-length feature vector as output. Then,
the output is fed into a machine-learning classifier. A framework for learning
document vectors is shown in Figure 1.
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Fig. 1. Framework for learning document vectors. Adapted from [1].

Document vectors are asked to contribute to the prediction task of the
next word given many contexts sampled from the document. Each document
is mapped to a unique vector represented by a column in a document matrix D.
Typically, the document vectors are initialized randomly and in the process of
training capture semantics as a side effect of the prediction task.

It is usually recommended to train the doc2vec model several times with un-
labeled data while exchanging the input order of the documents. Each iteration
of the algorithm is called an epoch, and its purpose is to increase the quality of
the output vectors. The selection of the input order of the documents is usually
done by a random number generator.

In this work, instead of initializing the vectors randomly, we use a fixed
number generator (fixed seed). Moreover, we apply the Fisher-Yates shuffle al-
gorithm [20] with a fixed seed for exchanging the order the documents are input
in each epoch of the training process. In this way, we ensure the reproducibility
of the experiments.



4 Datasets

For the evaluation of neural network-based document embeddings in single-genre
author profiling (AP), first, we conducted experiments on the PAN AP 2015
training corpus [9] under 10-fold cross-validation. The corpus is composed of
Twitter messages in English, Spanish, Dutch, and Italian.

The English and Spanish training datasets are labeled with age and gender,
whereas the Dutch and Italian datasets are labeled only with gender. The follow-
ing age classes are considered: 18-24, 25-34, 35-49, and 50+. The distribution
of age and gender over the number of authors can be seen in Table 1.

Table 1. Age and gender distribution over the PAN AP 2015 training corpus.

English  Spanish Dutch Italian

Total 152 100* 34 38
18-24 58 22 -
25-34 60 46 -
Age 35-49 22 22 -
50+ 12 10 -
Gondop  Male 76 50 17 19
Female 76 50 17 19

* PAN AP 2015 overview [9] mentions 110; however, in fact the
corpus contains 100 documents, and other papers in PAN AP
2015 proceedings, such as [10,11,21,22], report 100 as well.

Then, the experiments were conducted on the PAN AP 2016 training cor-
pus [12] under single-genre setting (with 10-fold cross-validation). The PAN AP
2016 corpus consists of Twitter messages in English, Spanish, and Dutch. The
PAN 2016 English and Spanish training datasets are labeled with age and gen-
der, when the Dutch dataset is labeled only with gender. The distribution of age
and gender over the number of authors in the PAN AP 2016 corpus can be seen
in Table 2.

As one can see comparing Tables 1 and 2, the PAN AP 2016 corpus contains
more documents, and there are more age classes than in the PAN AP 2015 cor-
pus. Both corpora are perfectly balanced in terms of represented gender classes;
however, they are highly unbalanced in terms of age classes. Figure 2 presents
the alternative view of age distribution over the PAN AP 2015 and 2016 training
corpora.

Finally, we carried out experiments under cross-genre AP conditions, that
is, we used a training corpus on one genre, while the test set was on another
genre. As training corpus we used the PAN AP 2016 corpus and a subset of the
PAN AP 2014 training corpus as test dataset, since the PAN 2016 test corpus
is currently not available due to the policies of the PAN organizers. The used
subset of the PAN AP 2014 corpus is composed of English and Spanish blog



Table 2. Age and gender distribution over the PAN AP 2016 training corpus.

English  Spanish Dutch

Total 426* 250 384
1824 26 16 -
25-34 135 64 -
Age 35-49 181 126 -
50-64 78 38 -
65+ 6 6 -
Gender Male 213 125 192
Female 213 125 192

* PAN AP 2016 overview [12] mentions 428; however,
the corpus contains two empty documents.
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Fig. 2. Age distribution over the PAN AP 2015 (left) and 2016 (right) training corpora.

posts and social media, as well as of English reviews. The distribution of age
and gender over the number of authors in the used subset of the PAN AP 2014
corpus is shown in Table 3. As one can see, this corpus is also highly unbalanced
in terms of age classes.

Table 3. Age and gender distribution over the PAN AP 2014 training corpus.

Blog posts Social media Reviews
English ~ Spanish ~ English ~ Spanish  English
Total 147 88 7,746 1,272 4,160
18-24 6 4 1,550 330 360
25-34 60 26 2,098 426 1,000
Age 35-49 54 42 2,246 324 1,000
50-64 23 12 1,838 160 1,000
65+ 4 4 14 32 800
Male 74 44 3,873 636 2,080

Gend
eneer  pemale 73 44 3,873 636 2,080




5 Experimental Settings

In order to standardize non-standard language expressions mentioned in Sec-
tion 3, we used the dictionaries of shortened vocabulary introduced in [23].
Moreover, we converted all characters to lowercase and separated each docu-
ment with a new line.

In the case of cross-gender setting, we learned the doc2vec model from the
training corpus (PAN AP 2016) and obtained a neural network-based distributed
representation for each training text sample with the doc2vec algorithm [1]. In
run-time, we inferred a vector for each previously unseen text sample in the test
corpus (PAN AP 2014) using the doc2vec model previously learned from the
training data.

However, for the single-genre setting, instead of using disjoint test and train-
ing corpora, we used one corpus (PAN AP 2015 or 2016) with 10-fold cross-
validation experimental design. In this case we learned the doc2vec model from
the whole corpus (not from the 90% of the corpus used for training in each fold
of the 10-fold cross-validation setting) and obtained a neural network-based dis-
tributed representation for each text sample. We realize that this is not a clean
experimental design, but we believe that other systems conducted their experi-
ments in this way (given that typically WEKA [24] was used in those works for
10-fold cross-validation [25,26]), and replicated this experimental design to be
able to compare our results with the previous work.

Then, these distributed vector representations were used to train a classifier.
We conducted experiments using the Scikit-learn [27] implementation of the LR
classifier. This classifier with default parameters has previously given good per-
formance on high-dimensional data [28,29]. We generated different classification
models for each of the aspects of an author profile, i.e., one model for the age
profile and another one for the gender profile. For the 10-fold cross-validation
experiments, we used the function from the Scikit-learn Python module that re-
turns the accuracy for each of the 10 folds. The overall accuracy was calculated
as the average of the 10 scores.

As we have mentioned in Section 3, the doc2vec method implements a neural
network-based unsupervised learning algorithm that builds distributed repre-
sentations of fixed length from texts [1]. In this work, we used a freely available
implementation of the doc2vec algorithm included in the GENSIM® Python mod-
ule. The implementation of the doc2vec algorithm requires the following three
parameters: the number of features to be returned (length of the vector), the
size of the window that capture the adjacent words, and the minimum frequency
of words to be included into the model. The values of these parameters depend
on the corpus.

In order to narrow down the search of the parameters of the algorithm,
similarly to [15,17], we performed a grid search over the following fixed ranges:
vector length from 100 to 300 with step 100, window size from 3 to 15 with step 1,
and minimum frequency from 3 to 4 with step 1. The optimal parameters for the

® https://radimrehurek.com/gensim/



PAN 2015 and 2016 corpora are shown in Table 4. The optimal parameters for
age do not always correspond to the optimal parameters for gender. For a given
corpus, we selected a single set of parameters that provided the best average
accuracy between age and gender, i.e., we did not optimize the parameters for age
and gender separately. When evaluating the document embeddings performance
on the test dataset—the PAN AP 2014 training corpus, we used the parameters
selected by 10-fold cross-validation on the training data—the PAN AP 2016
training corpus.

Table 4. Optimal parameters of the doc2vec algorithm for the PAN AP 2015 and 2016
corpora.

Vector Window Minimum

Parameter length size frequency
PAN AP 2015 corpus

English 100 14 4

Spanish 100 5 3

Dutch 100 4 3

Italian 100 12 3
PAN AP 2016 corpus

English 100 10 3

Spanish 100 9 4

Dutch 100 5 4

6 Experimental Results

In order to evaluate the efficiency of the doc2vec model on the AP task, we
compared it with existing state-of-the-art approaches. Since there is no official
competition of AP approaches with the settings considered in our work, and
since undertaking an exhaustive literary research to identify the top-performing
approaches was infeasible, we considered several top-performing systems of the
PAN 2015 or 2016 AP competition and examined the corresponding papers to
see whether, in addition to the official PAN AP task results, they reported results
with the settings addressed in our work. Some of them did; of these, we selected
those that reported the highest results:

— For the single-genre AP task on the PAN AP 2015 corpus: the work by Sulea
and Dichiu [30], the fifth top system at PAN 2015, which used the author
type/token ratio (verbosity rate) and tf-idf weighting scheme.

— For the single-genre AP task on the PAN AP 2016 corpus: the work by
Busger et al. [13], the winning system at PAN 2016, which used stylistic
features and second order feature representation.



— For the cross-genre AP task trained on the PAN AP 2016 corpus and tested
on the PAN AP 2014 corpus: the work by Modaresi et al. [31], the second top
system at PAN 2016, which used logistic regression classifier with stylistic
and lexical features.

As baselines, we considered word unigram-based (bag-of-words model) and
character 3-gram-based (bag-of-cn-grams model, n = 3) approaches, which are
commonly believed to be highly predicative for the AP task, independently of
language [9,32]. We used our own implementation of the bag-of-words and bag-
of-c3-grams approaches, using a logistic regression (LR) classifier.

Table 5 compares our results with the state-of-the-art approaches on the
PAN AP 2015 training corpus under single-genre setting (with 10-fold cross-
validation) in terms of accuracy for age and gender classification for each lan-
guage. Here, our method in all but one cases outperformed bag-of-words and
bag-of-c3-grams baselines. However, it was below the state of the art [30].

Table 5. Single-genre results (accuracy, %) for age and gender classification on the
PAN AP 2015 training corpus. LR stands for logistic regression classifier. The best
results for age and gender for each language are in bold.

English Spanish Dutch Italian
Age  Gender Age Gender Gender  Gender
Sulea and Dichiu [30] 75.65 78.94 73.00 88.00 76.47 78.94
LR on bag of words 57.71 61.96 47.00 66.00 44.17 63.33
LR on bag of c3-grams 63.00 58.75 52.00 70.00 49.17 65.83
LR on doc2vec (our) 65.00 69.08 56.00 62.00 56.67 70.00

Approach

Table 6 shows comparison of the results on the PAN AP 2016 corpus un-
der single-genre setting. In this experiment, our method outperformed both the
baseline and the state-of-the-art approaches for all considered cases; note that
the state-of-the-art approach here performed very weakly in comparison with
the baselines for gender classification, while we achieved higher improvement for
gender than for age.

Table 6. Single-genre results (accuracy, %) for age and gender classification on the
PAN AP 2016 training corpus.

Anproach English Spanish Dutch
bp Age Gender Age Gender  Gender
Busger et al. [13] 45.73  70.67 4899  70.85 72.13

LR on bag of words 41.55 72.56  47.63 72.00 71.56
LR on bag of c3-grams 39.20 72.80 48.82  66.40 74.97
LR on doc2vec (our) 46.01 76.98 50.44 77.20 75.54




Tables 7 and 8 show cross-genre results, for the English and Spanish lan-
guages, respectively. Unlike under single-genre conditions, in cross-genre setting
improvement in accuracy was mostly achieved for age and not for gender, re-
gardless of the language or genre of documents. However, in this setting the
state-of-the-art method performed weakly for age classification.

Table 7. Cross-genre results (accuracy, %) for English age and gender classification
trained on the PAN AP 2016 corpus and tested on the PAN AP 2014 corpus.

Approach Blog posts Social media Reviews
P Age Gender Age Gender Age Gender
Modaresi et al. [31] 38.78 84.35 20.00 60.00 15.24 60.67

LR on bag of words 3537  65.31 26.61 50.50 23.85 55.34
LR on bag of c3-grams 46.26  55.10 27.49 50.81  22.57 58.49
LR on doc2vec (our) 35.37 5442 29.80 49.85 23.92 51.75

Table 8. Cross-genre results (accuracy, %) for Spanish age and gender classification
trained on the PAN AP 2016 corpus and tested on the PAN AP 2014 corpus.

Blog posts Social media
A h
pproac Age Gender Age Gender
Modaresi et al. [31] 4091 77.27 16.27 59.51

LR on bag of words 29.55 7045 3223  55.66
LR on bag of c¢3-grams 30.68 61.36 32.39 56.84
LR on doc2vec (our) 42.20 64.77 31.29  55.90

Table 9 summarizes the comparison with the state of the art and the base-
lines. As we have stated in the introduction, our contribution is two-fold: on the
one hand, we suggest a new method meant to outperform the state of the art;
on the other hand, we suggest the features meant to improve the performance of
a given classifier. Accordingly, in this table, Method refers to the comparison of
our results with the state of the art; Features refers to the comparison of our re-
sults with the baseline features using the same classifier (LR). Extraction refers
to whether the feature extraction was performed on the entire corpus, before
splitting it into training and test corpora, or only on the training portion of the
corpus. Size refers to the size of the training corpus. The value of ‘+’ indicates
that our results were better, ‘~’ that they were worse, and ‘£’ indicates varying
comparison results. As we have mentioned above, in some cases the published
state-of-the-art results are below our experiments with the baseline features; for
those cases, when our doc2vec method outperformed the baseline features, it



automatically outperformed those state-of-the-art results. Such trivial success
cases are marked as ‘(+)’.

Table 9. Summary of the comparison.

Method Features
Extraction Setting Size Corpus  Age Gender Age Gender

entire { single small 2015 R R N N
g | { 2016 (+)  (+) + o+
training  cross 8\ 2016/2014 (+) - + -

From this table one can observe that the doc2vec features outperformed
the baseline features in single-genre setting, for which the experiment design in-
cluded feature extraction from the entire corpus, both training and test portions,
and gave varying results in cross-genre setting with feature extraction from the
training corpus only.

As to the state of the art, our method outperformed only very weak meth-
ods, which, still, are the best ones reported in the literature so far. This is not
surprising because we did not optimize our method but mainly aimed only at a
clear comparison of the neural network-based features with the traditional ones,
applying a commonly-used classifier.

7 Conclusions and Future Work

Author profiling (AP) is the task of identifying author demographics based on his
or her writings. This is useful for security, marketing, and forensics applications.
Recently, the interest in the task of AP has increased steadily, which to a large
extent is caused by the annual organization of the PAN AP shared task with a
high number of participating teams.

Machine-learning methods are commonly used to identify common stylistic
patterns of the authors that share the same profiling aspects. In this work, we
applied an approach based on neural network-based document embeddings for
the identification of author’s age and gender. We used the doc2vec algorithm to
learn neural network-based document embeddings and evaluated their perfor-
mance on the PAN AP 2014-2016 corpora under both single- and cross-genre
AP conditions. Our method in certain settings outperformed the state-of-the-art
approaches for the AP task.

The contribution of this work is two-fold:

— First, we compare the document-embedding features with traditional fea-
tures, using the same machine-learning algorithm, and show that the former
ones are better in some settings;

— Second, we compare our method with the state-of-the-art approaches and
show that it outperforms those approaches under some AP conditions.



The obtained results, in line with the previous work in the field, indicate that
feature representation is important for obtaining high performance in this task.
Given the same learning algorithm (logistic regression), neural network-based
document embeddings used as feature representation in many cases improved
the results as compared with the baseline features. Namely, our features out-
performed the baseline features in single-genre settings; in those experiments,
features were extracted form the entire corpus, including the training and test
portions. Moreover, our method outperformed state of the art in those cases
when that state of the art was weaker than our baselines.

One of the directions for future work will be to examine the robustness of
neural network-based document embeddings on other AP corpora. We will also
evaluate the doc2vec-based AP methods using other types of feature as input
data representation for the doc2vec method, such as n-grams of words, semantic
relations of different types [33,34], syntactic dependency-based n-grams of vari-
ous types [35-37], part-of-speech tags [38], and different categories of character
n-grams [39, 40].
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