
Application of the Distributed Document Representation in

the Authorship Attribution Task for Small Corpora

Juan-Pablo Posadas-Durán · Helena Gómez-Adorno · Grigori Sidorov ·
Ildar Batyrshin · David Pinto · Liliana Chanona-Hernández

Abstract Distributed word representation in a vector

space (word embeddings) is a novel technique that al-

lows to represent words in terms of the elements in the

neighborhood. Distributed representations can be ex-

tended to larger language structures like phrases, sen-

tences, paragraphs, and documents. The capability to

encode semantic information of texts and the ability

to handle high dimensional data sets are the reasons

why this representation is widely used in various natural

language processing tasks such as text summarization,

sentiment analysis, syntactic parsing, etc. In this paper,

we propose to use the distributed representation at the

document level to solve the task of the authorship at-

tribution. The proposed method learns distributed vec-

tor representations at the document level and then uses

the SVM classi�er to perform the automatic authorship

attribution. We also propose to use the word n-grams

(instead of the words) as the input data type for learn-

ing the distributed representation model. We conducted

experiments over six datasets used in the state of the

art works and for the majority of the datasets we ob-

tained comparable or better results. Our best results

were obtained using the combination of words and n-

grams of words as the input data types. Training data
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is relatively scarce, which did not a�ect the distributed

representation.
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1 Introduction

Distributed word representation in a vector space, also

known as word embeddings (Turian et al, 2010; Pen-

nington et al, 2014), is a novel paradigm that is cur-

rently widely used in many Natural Language Process-

ing (NLP) tasks. It aims to represent words in terms

of �xed-length, continuous and dense feature vectors. A

very popular model architecture for learning distributed

word vector representations (Word2Vec) using a neu-

ral network was proposed in (Mikolov et al, 2013a,b).

This technique captures semantic and syntactic word

relations: similar words are close to each other in the

vector space. For example, it was shown in (Mikolov

et al, 2013c) that vector[King] − vector[Man] +

vector[Woman] results in the vector that is closest to

the representation of the vector[Queen]. Another two

well-known continuous representations of words are La-

tent Semantic Analysis (LSA) (Wiemer-Hastings et al,

2004) and Latent Dirichlet Allocation (LDA) (Trejo

et al, 2015). Unlike LSA and LDA, the vector represen-

tations obtained by (Mikolov et al, 2013a,b) preserve

linear regularities between words.

The success of this technique is explained by: (1)

its capacity to encode semantic information of words in

vectors, which makes it suitable for sentiment analysis

(Socher et al, 2013b), syntactic parsing (Socher et al,

2013a), text summarization (Miranda et al, 2014) and
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many other tasks in the �eld of Natural Language Pro-

cessing; and (2) its ability to handle high dimensional

data sets (from thousands to millions of instances). Dis-

tributed representations can be extended to model not

only words, but also larger language structures like

phrases, sentences and documents (Le and Mikolov,

2014).

In this paper, we explore the use of distributed

document representation for the authorship attribution

(AA) task. We propose to use the Doc2vec method (Le

and Mikolov, 2014), which builds a distributed vector

representation at the document level (distributed docu-

ment representation) using an unsupervised approach.

Further, traditional machine learning methods are used

to perform the authorship attribution task. We evaluate

the performance of this method on six di�erent corpora

usually used in the state of the art. In addition, we pro-

pose to use word n-grams (alone or in combination with

bag of words) as features to build the distributed docu-

ment representation instead of using only words, so the

model can learn syntactic and grammatical patterns of

an author.

In general, it is considered that for obtaining ac-

curate distributed representations, it is needed a very

large corpora for training (millions of instances), say,

the whole Web was used for creation of the Word2Vec

resource (Mikolov et al, 2013a,b). We experimented

with relatively small corpora (hundreds of instances),

but this did not a�ect negatively our method as com-

pared with other methods.

The use of distributed documents representation has

been rarely applied to the authorship attribution task

and the previous results using this technique are dis-

couraging Rhodes (2015). It is worth mentioning that

in general this technique is seldom used in Natural Lan-

guage Processing tasks with small corpora (less than a

thousand of examples).

Thus, the aims of this paper are: (1) To evaluate the

performance of the Doc2vec method over signi�cantly

small corpora (from 1 to 10 documents per author) in

a complex classi�cation task (authorship attribution),

(2) To compare our results based on distributed repre-

sentation with the results of previous works for the au-

thorship attribution task, and (3) To analyze the e�ect

of the use of features other than words as input data

types for the Doc2vec method (such as word n-grams).

The rest of the paper is structured as follows. Sec-

tion 2 presents a brief description of the authorship

attribution task and the most successful methods for

solving this problem. Section 3 describes the proposed

method for the authorship attribution using the dis-

tributed representation of documents using words and

word n-grams as input data types. The description of

the data sets and the experimental settings are de-

scribed in Section 4. The results obtained and the corre-

sponding discussion is in Section 5. Finally, conclusions

are presented in Section 6.

2 Related Work

The authorship attribution task, also known as the au-

thor identi�cation task, consists in identifying the au-

thor of a given text. It can be viewed as a classi�cation

problem, when given a set of documents belonging to

various authors and a set of documents with unknown

authors, it is necessary to determine the corresponding

authors of the documents with unknown authorship, in

other words, to choose the class (the author) that corre-

sponds to each unknown document. The authorship at-

tribution task is an active research �eld with many rel-

evant applications as plagiarism detection (Stamatatos,

2011; Sanchez-Perez et al, 2014), authorship identi�ca-

tion (in suicide notes, ransom notes, threatening emails,

to name some) (Chaski, 2005; Brocardo et al, 2013), and

authorship pro�ling (Argamon et al, 2009).

In order to accomplish the authorship attribution

task, it is necessary to identify the features or pro�les

corresponding to the target authors. The characteri-

zation of the writing style of an author remains an

open problem, which is studied by the research disci-

pline called stylometry. The features that capture the

style of a writer are known as style markers and it is

assumed that they are robust enough to model the style

under di�erent circumstances, i.e., the style is preserved

in di�erent genres and through time (Alzahrani et al,

2012).

The style markers can be classi�ed depending on the

information they use, namely, they can correspond to

the following levels: character, lexical, syntactic, seman-

tic, and formatting. The style markers at character and

lexical levels do not need complex processing to be ob-

tained and they show good results. Other style markers

require complex processing and their results are usually

considered to be lower (Stamatatos, 2009), but in a re-

cent work (Sidorov et al, 2014) the use of syntactic n-

grams that exploits the information of the dependency

trees had obtained higher results than Part-of-Speech

tags n-grams.

One of the former model, the typical bag-of-words

model (Stamatatos, 2009), consists in representing a

text as a set of words with their respective frequencies,

i.e, words are features in the corresponding vector space

model. In this model it is also assumed that their occur-

rence is independent of each other. For the authorship

attribution problem, the most frequent words (function

words or stop words) proved to have high accuracy. On
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the other hand, the features based on word n-grams

were proposed in order to take advantage of the con-

textual information and the results they obtained are

slightly better than the bag-of-words model.

The most accurate style marker for the authorship

attribution task are character n-grams (Stamatatos

et al, 2001; Ke²elj et al, 2003; Sidorov et al, 2014). These

style markers show high accuracy for several benchmark

corpora (Stamatatos, 2013; Plakias and Stamatatos,

2008; Escalante et al, 2011). However, their disadvan-

tage is that they generate very sparse vectors of high

dimensionality. Besides, they provide the text represen-

tations without any clear semantic interpretation.

In (Stamatatos, 2009), it is mentioned that the use

of semantic features for the authorship attribution task

usually improves the obtained results, however, very

few attempts have been done to exploit high-level fea-

tures for stylometric purposes. In this paper, we con-

sider the usage of the distributed document represen-

tation for the authorship attribution task, which corre-

sponds precisely to semantic features.

In the work (Segarra et al, 2013) the authors pro-

pose a Function Word Adjacency Networks (WANs),

where the nodes are function words and the directed

edges stand for the likelihood of �nding a target func-

tion word in the ordered proximity of a source function

word. In that work the authors report that the accuracy

achieved by the WANs is higher than the one obtained

by traditional methodologies that rely only on function

word frequencies. Even though the WANs achieved high

accuracy in very long texts as long as a play act or a

novel, they only obtain reasonable rates for short texts

such as newspaper opinion pieces if the number of can-

didate authors is small.

Recently, the use of distributed representation has

shown great power in capturing the semantics of words,

phrases and sentences, which bene�ts Natural Langua-

ge Processing applications. In (Le and Mikolov, 2014),

the authors present Doc2vec, an unsupervised algo-

rithm that learns feature representations of �xed length

from documents of variable length. The idea is to com-

bine the meaning of words for construction of the mean-

ing of documents using distributed memory model.

The distributed representation obtained by the Doc2vec

method outperforms both, bag-of-words and word n-

grams models producing the new state of the art re-

sults for several text classi�cation and sentiment anal-

ysis tasks.

In another related work (Li and Shindo, 2015), the

authors present a supervised method called Compound

RNN. It uses recursive and recurrent neural networks

in order to learn the document distributed representa-

tion. This method is task-speci�c because it does not

learn general representation of sentences as in the case

of Doc2vec. Nevertheless, this method outperforms ex-

isting baselines in tasks such as binary classi�cation,

multi-class classi�cation and regression.

Another interesting work using the Doc2vec and

the skip-gram model for the task of discriminating

similar languages is presented in (Franco-Salvador

et al, 2015). The authors use the continuous skip-gram

model (Word2vec) (Mikolov et al, 2013b) to generate

distributed representations of words (i.e., n-dimensional

vectors) and estimate the average of their dimensions

in order to generate the distributed document repre-

sentation. They also evaluate their classi�cation model

using the Doc2vec method for learning the document

representation. For this task, the combination of word

vectors (Word2vec) obtained better results in average

as compared to the use of vectors generated directly

from sentences (Doc2vec). Nevertheless, this conclusion

is valid for the language variation identi�cation task,

but for the authorship attribution this approach is not

applicable as we will show in the next sections.

There are few attempts of using distributed repre-

sentations for the authorship attribution task. In (Kiros

et al, 2014), the authors propose a framework for learn-

ing distributed representations of attributes. The at-

tributes correspond to a wide variety of concepts, such

as document indicators (to learn sentence vectors), lan-

guage indicators (to learn distributed language repre-

sentations), metadata and additional information about

authors (to learn author pro�le, such as the age, gen-

der and occupation). The framework is evaluated over

several tasks: sentiment classi�cation, cross-lingual doc-

ument classi�cation, and blog authorship attribution.

For the authorship attribution task the methodology

is evaluated over a corpus of blogs and the attributes

are based only on the author metadata and not on the

texts themselves. On the contrary, for our work we use

only the textual information in order to automatically

extract signi�cant vector representations of documents.

A novel neural network architecture, namely convo-

lutional neural networks (CNN), over word embeddings

was presented in (Rhodes, 2015). It was evaluated over

two datasets, a baseline developed by the author and

the PAN 2012 dataset (Juola, 2012). This work is di-

rectly comparable to our work. For the representation

of documents the author used the set of Google News

word vectors trained via the skip-gram method and neg-

ative sampling presented in (Mikolov et al, 2013a,b).

The author used the standard approach for convolu-

tional models (simple concatenation operation) to en-

code sequences rather than words, instead of averag-

ing the dimensions as it was done in (Franco-Salvador

et al, 2015). The classi�cation is performed via logis-
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tic regression and the results show high accuracy over

the baseline dataset, but the CNN architecture did not

outperform the best method presented at PAN 2012

(Juola, 2012), while our method (presented below) ob-

tains better results for this dataset.

In the next section we describe the method pro-

posed to solve the authoship attribution task using a

distributed representation at document level.

3 Authorship Attribution Using Distributed

Representation of Documents

3.1 Distributed Representation of Documents

In order to learn the distributed representation of docu-

ments, i.e., the Document Vectors, we use the Doc2vec

method inspired by previous research for learning word

embeddings (Le and Mikolov, 2014).

First, we introduce the concept of distributed vec-

tor representations of words. For this purpose, we use

the method proposed in (Mikolov et al, 2013a,b). The

aim is to predict a word given the context surround-

ing the word. In this method, every word is mapped to

a unique vector represented by a column in a matrix

W . Formally, given a sequence of training words w1,

w2, w3,...,wT , the training objective is to maximize the

average of the log probability:

1

T

T−k∑
t=k

log p(wt|wt−k, ..., wt+k).

The prediction task is performed by a multiclass

classi�er, such as Softmax:

p(wt|wt−k, ..., wt+k) =
eywt∑

i
eyi

,

where yi is the i − th element of the vector of class

score y. The above formula can be interpreted as the

(normalized) probability assigned to the correct label

wt given the training words wt−k, ..., wt+k.

Each of yi is unnormalized log-probability for each

output word i computed as:

y = b+ Uh(wt−k, ..., wt+k;W ), (1)

where U , b are the Softmax parameters. h is constructed

by a concatenation or average of word vectors extracted

from W .

For obtaining the log-probability for each word, a

computationally e�cient algorithm for the prediction

task is used: the hierarchical Softmax (Mnih and Hin-

ton, 2009; Mikolov et al, 2013b). The structure of the

hierarchical Softmax is a binary Hu�man tree (Bird and

Wadler, 1988), where short codes are assigned to the

frequent words. After the training converges, the words

with similar meaning are mapped into a similar position

in the vector space (Mikolov et al, 2013c).

In order to learn paragraph vectors the same

method is followed. Paragraph vectors are asked to con-

tribute to the prediction task of the next word given

many contexts sampled from the document in the same

manner in which the words vector are asked to con-

tribute to a prediction task about the next word in a

sentence. The word or paragraph vectors are initialized

randomly, but in the end they capture semantics as an

indirect result of the prediction task. Finally, vectors for

documents are obtained in similar way (Mikolov et al,

2013c).

In the Document Vector model, every document is

mapped to a unique vector represented by a column in

matrix D in the same manner: every word is mapped

into a unique vector represented by a column in matrix

W . In the Document Vector model the equation 1 is

changed in order to construct h from W and D.

There are two models for distributed representa-

tion of documents: Distributed Memory (DM) and Dis-

tributed Bag of Words (DBOW). In case of DM, any

paragraph is a vector of feature values, which are used

to predict the vectors of the context paragraphs (the

previous or the following paragraphs). DBOW ignores

the context words (or n-grams in our case) in the input,

but predict words randomly sampled from the para-

graphs in the output. So, in each iteration of stochastic

gradient descent it samples a text window and perform

a classi�cation task given the paragraph Vector.

3.2 Authorship Attribution as a Classi�cation Problem

There are two types of the authorship attribution:

closed, when the set of authors is prede�ned, and open,

when a new author (absent in the training corpus) can

be presented to the method. In the rest of the paper we

will deal with the closed authorship attribution.

The task of closed authorship attribution can

be viewed as a multiclass classi�cation problem de-

�ned as follows: given a set of known authors

A = {A1, A2, . . . , Ai} and a set of texts exam-

ples (from the texts written by these authors) T ={
t11, t

1
2, . . . , t

1
n, . . . , t

i
j

}
, where the element tij corre-

sponds to the j example of the author Ai, the problem is

to build a classi�er F that assigns each element of a set

of texts of unknown authorship X = {x1, x2, . . . , xm}
to exactly one known author, i.e., F : X→ A.

Our approach for the authorship attribution task is

based on machine learning, composed of two phases:

the training phase and the testing phase. At the train-

ing phase we learn the distributed document repre-

sentation of the documents in the set T, i.e., V =
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v11 , v

1
2 , . . . , t

i
j

}
, where vij = {f1, f2, . . . , fn} is the vec-

tor representation of the text tij . The vector repre-

sentation is obtained using an implementation of the

Doc2vec method (Le and Mikolov, 2014) in GENSIM 1.

The Doc2vec method builds a model for obtaining dis-

tributed representations of documents, it o�ers two pos-

sible approaches to build the model: the DM and the

DBOW as mentioned before. Previous research on the

task of sentiment analysis report better results when

both representations are concatenated, so in our pro-

posal the �nal document vector is composed of the con-

catenation of the representations obtained by the DM

and the DBOW models.

A classi�er is trained with the vector representa-

tions of the documents using two well-known method:

SVM and Logistic Regression. We selected these classi-

�ers because they are robust with sparse data and can

optimally handle vectors with high dimensionality.

At the testing phase, we obtain the vector represen-

tations of texts of the unknown authorship. It is per-

formed by concatenating the representations obtained

with the Doc2vec models used at the training phase.

Finally, the classi�er assigns the author (class) to each

document using these distributed representation (vec-

tors) as features.

4 Experimental Settings

4.1 Description of the Datasets

There were great advances in the authorship attri-

bution task over the last two decades and various

datasets have been used to test the performance of

the methods proposed in the state of the art. Ear-

lier works centered on problems of the domain of

humanities commonly related to attribution of the

disputed documents (Mosteller and Wallace (1963);

Matthews and Merriam (1993)) or revealing anonymous

authors (Holmes, 1998). These datasets consist of his-

torical documents or literary documents of large length

(more than 1,000 words) and with a reduced number of

candidate authors (not more than three authors).

In recent years, an interest in more controlled data-

set has emerged. The datasets are controlled in three as-

pects: the genre of the documents, the topics contained

in the documents and the length of the documents.

Recent datasets (speci�cally compiled for the author-

ship attribution task) now include the phenomena of

cross-genre and cross-topic documents. Also, these doc-

uments are gathered from newspapers or from social

1 https://radimrehurek.com/gensim/

media like blogs or twitter. It implies a signi�cant re-

duction in the length of documents and the inclusion

of social media language (hashtags, emoticons, slang

words). The controlled datasets represent more suitable

scenarios for the development of authorship attribution

methods in contrast with the earlier datasets and there

were di�erent attempts to build a uni�ed benchmark to

test and compare such methods (Juola, 2004; Argamon

and Juola, 2011; Juola, 2012).

Six di�erent datasets related to the closed author-

ship attribution problem were used to evaluate our pro-

posal. The collected datasets focus on the English lan-

guage and vary in the following aspects: the number of

known authors, the size of training data, genres (novels,

reviews, news) and topics.

The PAN/CLEF evaluation lab2 is an important

forum for advances in plagiarism, authorship and so-

cial software misuse, where challenging benchmarks for

these topics are proposed and participants are asked

to present novel methods for evaluating them. The

PAN/CLEF 2012 was the latest edition which included

the closed authorship attribution task as a part of its

authorship section. There were three balanced bench-

marks named Problem A, Problem C, and Problem I,

conformed by fragments of novels written by English-

speaking authors. We use these three benchmarks to

evaluate of our proposal. In further sections we will re-

fer to the benchmark of Problem A as PAN A, to the

Problem C as PAN C and to the Problem I as PAN I.

Table 1 presents the structure of the benchmark of

each PAN subproblem. For PAN A, three authors are

known and the training data consists of two examples

for each one, while the testing data consists of two ex-

amples of each author to be classi�ed (six examples

in total). The length of the examples is between 1,800

and 6,060 words. For Problem C, the number of known

authors is increased to eight with two examples per au-

thor, while the testing data is reduced to one example

of each author to be classi�ed. The length of the ex-

amples is increase up to about 13,000 words. Finally,

for Problem I, there are fourteen known authors with

two examples for each one as the training data, while

the testing data includes one example for each author,

but the samples correspond to complete novels with the

length that varies from 40,000 to 170,000 words (Juola,

2012).

The PAN/CLEF 2012 closed authorship attribution

benchmarks were chosen to test our proposal because

they allow us to explore three important issues dis-

cussed in the state of the art. First, it is known that with

a bigger number of authors the task becomes more dif-

2 http://www.uni-weimar.de/medien/webis/events/

pan-15/pan15-web/

https://radimrehurek.com/gensim/
http://www.uni-weimar.de/medien/webis/events/pan-15/pan15-web/
http://www.uni-weimar.de/medien/webis/events/pan-15/pan15-web/
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Table 1 PAN/CLEF 2012 benchmark for closed authorship
attribution

PAN A PAN C PAN I

Authors 3 8 14

Examples
2 2 2

per author
Test samples

2 1 1
per author
Size

1.8 to 6 at most 13 40 to 170
(in thousands)

�cult, in this sense the benchmarks let us explore with

three di�erent sizes of known authors starting from a

simple case with just three authors to a more challeng-

ing scenario with fourteen authors. Second, the bench-

marks propose di�erent lengths of text samples letting

us to experiment over the required amount of data to

create a reliable model for the author's style depending

on the number of known authors. Third, the benchmark

for Problem I o�ers a scenario with di�erent topics since

the text samples correspond to complete novels.

Other corpus used to test our proposal was The

Reuters Corpus Volume 1 (RCV1) (Lewis et al, 2004). It

consists of a collection of newswire stories written in En-

glish that cover four main topics: corporate/industrial

(CCAT), economics (ECAT), government/social

(GCAT) and markets (MCAT). Although it was not

compiled for authorship attribution task, it has been

adapted to this task in previous works. For example,

in (Stamatatos, 2008; Plakias and Stamatatos, 2008)

the 10 most proli�c authors were chosen from the

CCAT category and then 50 examples per author for

training and 50 examples for testing were selected

randomly with no overlapping between training and

testing sets. In further sections we will reference to this

corpus as RCV1-10.

In (Houvardas and Stamatatos, 2006), the authors

proposed another adaptation of the RCV1 corpus for

the authorship attribution task. They choose the 50

most proli�c authors from the Reuters Corpus, keep-

ing 50 examples per author for training and 50 exam-

ples per author for testing with no overlapping between

them. We will refer to this corpus as RCV1-50.

The RCV1-10 and RCV1-50 datasets are both bal-

anced over di�erent authors and have their genre �xed

to news. The main category of the news in both cases

is �xed to corporate/industrial, but there are many

subtopics covered in the news and the length of the

texts is short (from 2 KBytes to 8 KBytes). These

corpora resembles a more realistic scenario, when the

amount of texts is limited and the number of candidate

authors is large.

Another benchmark we used was presented in (Sta-

matatos, 2013). It consists of a collection of articles pub-

lished in The Guardian newspaper from 1999 to 2009.

The articles belong to 13 authors and are grouped into

�ve categories (Politics, Society, World, UK, and Book

reviews), discarding those articles whose content covers

more than one category, i.e., each article only belongs

to one category.

The articles were downloaded from the online repos-

itory and preprocessed to obtain their plain text ver-

sions. The number of examples of each author over

di�erent categories is not balanced. It corresponds to

the production of each author through the period men-

tioned before. The complete distribution of the corpus

is presented in the original article (Stamatatos, 2013).

In our paper, following prior work (Sapkota et al, 2015),

we choose at most ten documents per author for each

of the �ve categories. The new distribution is shown in

table 2.

Table 2 The Guardian corpus for closed authorship attri-
bution, with at most 10 documents per author

Author Politics Society World UK Reviews

CB 10 4 10 10 10
GM 6 3 10 3 0
HY 8 6 10 5 3
JF 9 1 10 10 2
MK 7 0 10 3 2
MR 8 10 10 10 4
NC 10 2 9 7 5
PP 10 1 10 10 10
PT 10 10 10 5 4
RH 10 4 3 10 10
SH 10 5 5 6 2
WH 10 6 10 5 7
ZW 4 10 10 6 4

Totals 112 62 117 90 63

The Guardian corpus o�ers the opportunity to ex-

plore a scenario with di�erent topics under the same

genre with the exception of the category �Books re-

views�, which is considered as another genre. It is as-

sumed that each category represents a topic, which is

di�erent enough from the other categories. In contrast

with the previously described benchmarks, The Guar-

dian is a cross-topic, cross-genre and unbalance bench-

mark, representing in this way a very challenging sce-

nario.

5 Experimental Results and Discussion

We conducted experiments over the di�erent datasets

described in the previous section, using a machine learn-
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ing approach. The experiments consisted in training a

classi�er with the corresponding training set using the

distributed document representation and then evaluat-

ing the classi�er with the testing set using the same

representation.

We report our results in terms of accuracy obtained

for each dataset using word n-grams (n=1,2,3,4,5) as

input data type for the Doc2vec method, in order to

obtain the document distributed representation. The

accuracy represents the percentage of instances which

are correctly classi�ed and it is de�ned in terms of true

positives (TP), false positives (FP), true negatives (TN)

and false negatives (FN) as follows:

accuracy =
TP + TN

TP + TN + FP + FN
(2)

We used the Doc2vec (Le and Mikolov, 2014)

method available in the freely downloadable GENSIM

module in order to implement our proposal. The im-

plementation of the Doc2vec method requires the fol-

lowing three parameters: the number of features to be

returned (length of the vector), the size of the window

that captures the neighborhood and the minimum fre-

quency of words to be considered into the model. The

values of these parameters depend on the used corpus.

At our best knowledge, there is no previous work in

this speci�c application area at the time we performed

the experiments, however in a previous work related

to opinion classi�cation task (Mikolov et al, 2013b), it

was reported a representation of 300 features, a win-

dow size equal to 10 and minimum frequency of 5.

Therefore based on this previous work we conduct a

grid search over the following �xed ranges: number of

features [50, 350], size of window [3, 19] and minimum

frequency [3, 4].

The Doc2vec module uses stochastic gradient de-

scend and back-propagation algorithms for generating

the model, however, these algorithm use random ele-

ments that do not guarantee their reproducibility. In or-

der to ensure the reproducibility of our experiments, the

values of the following parameters are �xed (following

the recommendations of the user manual3): the value of

threshold for con�guring which higher-frequency words

are randomly downsampled is set to 1e-3, negative sam-

pling is set to 5, the seed of the random number gen-

erator is set to 1 and the number of threads is set to

1 (not multithreading is used). The rest of parameters

are set with default values.

With the purpose of increasing the e�ciency of the

Doc2vec method, it is recommended to train the model

several times over the unlabeled corpus but exchanging

3 https://radimrehurek.com/gensim/models/Doc2vec.

html

the order of entry of the documents. In this work we

propose the use of nine di�erent con�gurations. In or-

der to ensure the reproducibility of the experiments, in-

stead of using a random number generator we propose

a set of nine rules to perform the changes to the or-

der in which the documents are input into the Doc2vec

method. Consider the list of all unlabeled documents of

the corpus T = [d1, d2, . . . , di], we generate new lists

of documents with di�erent arrangements as follows:

1. First rule: invert the order of the elements in the

set, i.e., T = [di, di−1, . . . , d1].

2. Second rule: select �rst the documents with an odd

index in ascending order and then documents with

even index, i.e., T = [d1, d3, . . . , d2, d4, . . .].

3. Third rule: select �rst the documents with an even

index in ascending order and then documents with

odd index, i.e., T = [d2, d4, . . . , d1, d3, . . .].

4. Fourth rule: for each document with an odd index

i, exchange it with the document of index i+1, i.e.,

T = [d2, d1, d4, d3, . . .].

5. Fifth rule: shift each element two elements to

the left in a circular way, i.e., if m is the index

of the last element of the corpus T then T =

[dm−1, dm, d1, d2, . . .].

6. Sixth rule: for each document with index i exchange

it with the document whose index is i+ 3.

7. Seventh rule: for each document with an index i

whose value is a multiple of three exchange it with

the document next to it (i+ 1).

8. Eighth rule: for each document with an index i

whose value is a multiple of four exchange it with

the document next to it (i+ 1).

9. Nineth rule: for each document with an index i

whose value is multiple of three exchange it with

the document whose index is i+ 2.

The experiments were carried out using two di�er-

ent classi�ers: Support Vector Machines (SVM) and

Linear Regression (LR). For most of the cases, Linear

Regression obtained the best results, thus only the re-

sults obtained with this classi�er are reported.

In order to build the distributed representation

model, the Doc2vec method receives as input the plain

text documents of the training set without any label

(there is no speci�cation of the class to which they be-

long) and the unlabeled text documents from the test-

ing set.

For preprocessing, we only performed a standard

tokenization process. Di�erent representations of the

texts were used as input data types for the Doc2vec

method in order to evaluate the quality of di�erent dis-

tributed representation outputs. In particular we rep-

resented the texts in terms of word unigrams, bigrams,

trigrams, four-grams and �ve-grams.

https://radimrehurek.com/gensim/models/Doc2vec.html
https://radimrehurek.com/gensim/models/Doc2vec.html
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Figure 1 Accuracy obtained by the classi�ers using the di�erent input data types in the RCV1 corpora

All PAN/CLEF datasets for closed authorship at-

tribution were divided into the training and testing set.

In the experiments, the accuracy obtained by the clas-

si�ers were similar. Table 3 shows the results achieved

only by the LR classi�er. The �rst �ve rows of table

3 correspond to the di�erent representations obtained

with the Doc2vec method using n-grams as input data

types, and the remaining rows correspond to the re-

sults obtained at the competition. In the table 3 ap-

pears the rank along with the name that the team used

in the evaluation, note that a team could send more

than one answer. There were 20 teams that submit-

ted their approach to the competition. Our approach

achieve results that are better comparable to the best

participating systems. For more details please refer to

the overview of the competition (Juola, 2012).

The experiments on the RCV1-10 and RCV1-50

were performed using the same proposed input data

types for the Doc2vec method. The corpora were di-

vided into training and testing set as described in pre-

vious section 4.1 and all the collected examples for each

author were used (50 texts per author in training phase

and 50 texts per author in testing phase). The accu-

racy obtained by the SVM and LR classi�ers is showed

in the Figure 1. The performance achieved by the LR

classifer is comparable with the one obtained by the

SVM classi�er, but LR classi�er obtained the higher

accuracy. Table 4 presents in the �rst �ve rows the ac-

curacy obtained with our proposed representation us-

ing the LR classi�er, the rest of the rows present the

accuracy obtained by previous works: local histograms

of character n-grams (Escalante et al, 2011), tensor

space models (Plakias and Stamatatos, 2008), charac-

Table 3 Results for closed authorship attribution PAN
datasets (A, C and I)

Name A C I

D2V words 100 100 85.71
D2V words+2-grams 100 100 100
D2V words+2+3-grams 100 100 100
D2V words+2+3+4-grams 100 100 100
D2V words+2+3+4+5-grams 100 100 100
Brainsignals 100 100 92.85
Sapkota 100 100 92.85
Lip6 1 100 100 85.71
EVL Lab 100 87.50 85.71
de Graa� 1 100 87.50 71.42
Bar I U 100 75.00 85.71
Lip 6 2 100 75.00 85.71
Lip 6 3 100 62.50 78.57
CLLE-ERSS 3 100 37.50 92.85
CLLE-ERSS 4 100 37.50 92.85
CLLE-ERSS 1 100 35.00 85.71
Zech terms 83.33 62.50 64.28
Vilarino 2 83.33 62.5 57.14
Ruseti 66.66 75.00 85.71
CLLE-ERSS 2 66.66 25.00 85.71
Vilarino 1 66.66 25.00 71.42
Zech stats 66.66 25.00 35.71
Surrey 66.66 12.5 50.00
de Graa� 2 50.00 50.00 50
Zech stylo 33.33 25.00 35.71

ter and word n-grams (Stamatatos, 2008)typed charac-

ter n-grams (Sapkota et al, 2015) and n-gram feature

selection (Houvardas and Stamatatos, 2006).

For the corpus RCV1-10 the proposed method does

not outperform the best accuracy reported by (Es-

calante et al, 2011) but it performs better than the

rest of reported works. Experiments conducted in the

RCV1-50 corpus outperform the accuracy reported in
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Figure 2 Accuracy obtained by the di�erent input data types using Politics as training set

Table 4 Results for RCV1 corpora

Name RCV1-10 RCV1-50

D2V words 80.80 71.84
D2V words+2-grams 84.00 75.20
D2V words+2+3-grams 82.80 75.24
D2V words+2+3+4-grams 84.00 74.84
D2V words+2+3+4+5-grams 84.60 74.84

Local histograms 86.40 �
Tensor space models 80.80 �
Character and word n-grams 79.40 �
Enhanced typed char n-grams 79.6 �
Typed character n-grams 78.80 �
N-gram feature selection � 74.04

the state of the art. The proposed method showed to be

e�cient in corpora with a high number of authors. Al-

though, our methodology obtained lower performance

than the best approach in the literature in the RCV1-10

corpus it overcomes the results for all the other evalu-

ated corpora in this work. In the work of (Potthast et al,

2016) the authors performed the reimplementation of

15 authorship attribution methodologies and concluded

that very few of them achieve consistent results across

di�erent corpora. In this work, we show the consistency

of our approach on 6 di�erent dataset, evaluating a wide

range of testing scenarios.

For The Guardian corpus we used the same test

scheme established in previous work (Stamatatos,

2013):

� Training phase: from the �ve di�erent categories in

The Guardian corpus (Politics, Society, World, UK,

and Book reviews), the Politics category is selected

as the training set and at most ten text per author

are used in the training phase of the classi�er. Fol-

lowing this guideline, the total number of texts used

in the training phase (ntr) is 112.

� Testing phase: the trained classi�er is tested over the

rest of the di�erent categories, having a total of four

pairs (Politics-Society, Politics-UK, Politics-World,

Politics-Book reviews) and also at most 10 texts per

author are selected.

The accuracy obtained by the SVM and LR classi-

�ers is shown in the Figure 2. The performance achieved

by the LR classi�er is comparable with the one obtained

by the SVM classi�er, but LR classi�er obtained the

higher accuracy. In the following tables related with the

corpus The Guardian only the accuracy obtained by the

LR classi�er is reported. Table 5 shows the results ob-

tained for each pair of categories along with the total

number of texts used in each category and the results

obtained in previous work (Char 3-grams) (Stamatatos,

2013).

Next we describe a di�erent test scheme

over The Guardian corpus proposed in (Sap-

kota et al, 2015). Consider the set of all authors

A = {A1, A2, . . . , Ai} and the set of all categories

C = {CPolitics, CSociety, CUK , CWorld, CBookReviews}
where each element represents all the texts in a

category, i.e., Clabel =
{
t11, . . . t

j
i

}
with tji is the ith

text of the author Aj in the category Clabel. Like

the previously explained scheme, at most 10 text per

author are selected in each category. Given the set S

that contains all the possible 2-tuples made by the

elements of the set C:

S = {(CPolitics, CSociety) , (CPolitics, CUK) , . . .}
with cardinality equal to 20, for each sk ∈ S build
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Table 5 Results for The Guardian corpus considering Politics as the training and the rest of the categories as the testing sets

Name Society UK World Books Average
reviews Acc.

D2V words 95.16 91.11 93.16 87.30 91.68
D2V words+2-grams 98.38 95.55 91.45 93.65 94.75
D2V words+2+3-grams 98.38 93.33 91.45 92.06 93.80
D2V words+2+3+4-grams 98.38 93.33 91.45 93.65 94.20
D2V words+2+3+4+5-grams 98.38 93.33 91.45 93.65 94.20

Char 3-grams (from Stamatatos (2013)) ' 91.00 ' 88.00 ' 82.50 ' 79.50 ' 85.50

Table 6 Results for The Guardian corpus considering Society as the training and the rest of the categories as the testing sets

Name Politics UK World Books Average
reviews Acc.

D2V words 64.28 55.55 60.68 57.14 59.41
D2V words+2-grams 65.17 61.11 63.24 53.96 60.87
D2V words+2+3-grams 65.17 60.00 63.24 53.96 60.59
D2V words+2+3+4-grams 64.28 60.00 63.24 53.96 60.37
D2V words+2+3+4+5-grams 64.28 60.00 63.24 53.96 60.37

Char 3-grams (baseline) 52.67 45.55 47.00 30.15 43.84

Table 7 Results for The Guardian corpus considering UK as the training and the rest of the categories as the testing sets

Name Politics Society World Books Average
reviews Acc.

D2V words 78.57 90.32 78.63 82.53 82.51
D2V words+2-grams 87.50 93.54 83.76 88.88 88.42
D2V words+2+3-grams 87.50 95.16 82.90 90.47 89.00
D2V words+2+3+4-grams 87.50 95.16 82.90 88.88 88.61
D2V words+2+3+4+5-grams 87.50 95.16 82.90 88.88 88.61

Char 3-grams (baseline) 69.64 70.96 60.68 61.90 65.79

a classi�er Fk using the �rst element of the 2-tuple

sk as the training set and obtain the accuracy of the

classi�er Acck using the second element as the testing

set. Finally report the average accuracy obtained by

all the classi�ers F .

The experiments were conducted over the all pos-

sible pairs of categories using the proposed input data

types (words, words + words2-grams, words + words

2-grams + words 3-grams, words + words 2-grams +

words 3-grams + words 4-grams and words + words

2-grams + words 3-grams + words 4-grams + words 5-

grams) and the implementations of LibSVM and LR as

classi�ers. In the following tables the best result using

the LR classi�er is shown, note that no experiment was

performed using the same category for both training

and testing. For the experiments mentioned above, the

char 3-grams approach (Stamatatos, 2013) is used as

a baseline and the results obtained by its implementa-

tion in each pairing categories are shown along with the

results of our proposed method in the following tables.

Table 6 shows the accuracy obtained when using So-

ciety category for training over the di�erent pairs, the

Table 7 shows the accuracy obtained when using UK

category for training over the di�erent pairs, the Ta-

ble 8 shows the accuracy obtained when using World

category for training over the di�erent pairs and the

Table 9 shows the accuracy obtained when using Books

reviews category for training over the di�erent pairs.

The results presented in these tables indicate that the

Doc2vec method obtain better distributed documents

representation when the input data type is based on

word 1-grams + 2-grams in most cases. For some cases

the addition of words 3-grams, 4-grams or 5-grams also

improve the results, but, based on our experiment we

believe that the use of word 1-grams and 2-grams is

enough. Specially considering that the more informa-

tion is passed to the Doc 2 vec algorithm, the longer it

takes to learn the distributed representation.

Table 10 shows the average accuracy obtained

by the proposed input data types over the di�erent

pairs, the accuracy obtained by the baseline (Char 3-

grams (Stamatatos, 2013)) and the accuracy reported

in previous works: Typed character n-grams (Sapkota

et al, 2015) Our best result is obtained when using the
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Table 8 Results for The Guardian corpus considering World as the training and the rest of the categories as the testing sets

Name Politics Society UK Books Average
reviews Acc.

D2V words 78.57 87.09 80.00 77.77 80.85
D2V words+2-grams 83.92 93.54 83.33 77.77 84.64
D2V words+2+3-grams 86.60 93.54 83.33 74.60 84.51
D2V words+2+3+4-grams 85.71 93.54 82.22 74.60 84.01
D2V words+2+3+4+5-grams 85.71 93.54 82.22 74.60 84.01

Char 3-grams (baseline) 76.78 72.58 63.33 57.14 67.45

Table 9 Results for The Guardian corpus considering Books reviews as the training and the rest of the categories as the
testing sets

Name Politics Society UK World Average
Acc.

D2V words 56.25 51.61 62.22 51.28 55.34
D2V words+2-grams 60.71 59.67 62.22 48.71 57.82
D2V words+2+3-grams 58.92 58.06 60.00 47.00 55.99
D2V words+2+3+4-grams 58.92 58.06 60.00 47.00 55.99
D2V words+2+3+4+5-grams 58.92 58.06 60.00 47.00 55.99

Char 3-grams (baseline) 43.75 24.19 36.66 32.47 34.26

Table 10 Results for The Guardian corpus averaging accuracy in each category

Name Politics Society UK World Books Average
reviews Acc.

D2V words 91.68 59.41 82.51 80.85 55.34 73.95
D2V word+2-grams 94.75 60.87 88.42 84.64 57.82 77.30
D2V word+2+3-grams 93.80 60.59 89.00 84.51 55.99 76.77
D2V word+2+3+4-grams 94.20 60.37 88.61 84.01 55.99 65.43
D2V word+2+3+4+5-grams 94.20 60.37 88.61 84.01 55.99 65.43

Char 3-grams (baseline) 85.50 43.84 65.79 67.45 34.26 59.36
Typed char n-grams (Sapkota et al (2015)) � � � � � 57.00

distributed document representation with words + 2-

grams as input data type. Nevertheless, the distributed

document representation (with the di�erent input data

types) obtains better results than previous works on

this corpus with this test scheme. From these results we

can draw several conclusions, the distributed represen-

tations features for the AA problem is robust across un-

balanced corpus, avoiding the use of speci�c techniques

for this kind of corpus, such as re-sampling (Cleofas-

Sánchez et al, 2016). It is also e�cient in the cross-topic

scenario, overcoming results obtained by methodologies

of the state of the art.

6 Conclusions

In this paper we present a novel approach that uses

the Doc2vec method for learning distributed document

representation and supervised machine learning meth-

ods to perform the authorship attribution task. In ad-

dition of using words as the standard input data type

for building the distributed representations we pro-

pose a new input data type based on word n-grams

(n = 2, 3, 4, 5). The inclusion of word n-grams let us

gain further insight into the e�ciency of the model to

learn syntactic and grammatical patterns of an author.

The experiments conducted over di�erent datasets

show that the use of Doc2vec method for learning

distributed document representations, in most of the

cases, outperforms the results achieved by the previ-

ous works. The experiments show that building dis-

tributed representation models of each proposed input

data types (word n-grams with n = 2, 3, 4, 5) indepen-

dently and then combining them into a single vector

obtained the best results (most of the time) over the

di�erent datasets. The representation using words and

bigrams of words resulted to be the more informative

combination than the other proposed input data types.

The datasets used in our experiments o�ered a va-

riety of scenarios to test our proposal, the most inter-

esting one was The Guardian corpus because it gave us
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the possibility to evaluate our proposal over cross-topic

and cross-genre texts with the small length (around

2KBytes and 13KBytes). The results obtained for this

dataset (see Table 5 and Table 10) outperformed the re-

sults reported by previous works where the use of char-

acter and word n-grams yielded the best performance.

The proposed method applied to other datasets also

achieved good results, in the PAN/CLEF 2012 datasets

our proposal obtained results comparable to the best

teams at the workshop in task A and C. In the case of

the task I our proposed method outperforms the best

accuracy reported in the workshop (see Table 3). For

the RCV1-50 corpus the results of our proposal also

outperforms the results obtained by previous works (see

Table 4). In the RCV1-10 corpus, our error was 1.8%

higher than the best result reported in previous works

(see Table 4).

In general, the use of the Doc2vec representation

o�ers a robust way to represent the style within the

documents and therefore allows to obtain competitive

results in the authorship attribution task, outperform-

ing the well known character and word n-grams in the

majority of our evaluation corpora.
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